
DOI: 10.1126/science.1221878
, 1416 (2012);336 Science

 et al.Conradin Kraemer
4Dipolar Antiferromagnetism and Quantum Criticality in LiErF

 This copy is for your personal, non-commercial use only.

 clicking here.colleagues, clients, or customers by 
, you can order high-quality copies for yourIf you wish to distribute this article to others

 
 here.following the guidelines 

 can be obtained byPermission to republish or repurpose articles or portions of articles

 
 ): August 14, 2012 www.sciencemag.org (this information is current as of

The following resources related to this article are available online at

 http://www.sciencemag.org/content/336/6087/1416.full.html
version of this article at: 

including high-resolution figures, can be found in the onlineUpdated information and services, 

http://www.sciencemag.org/content/suppl/2012/06/13/336.6087.1416.DC1.html 
can be found at: Supporting Online Material 

 http://www.sciencemag.org/content/336/6087/1416.full.html#related
found at:

can berelated to this article A list of selected additional articles on the Science Web sites 

 http://www.sciencemag.org/content/336/6087/1416.full.html#ref-list-1
, 1 of which can be accessed free:cites 33 articlesThis article 

 http://www.sciencemag.org/cgi/collection/physics
Physics

subject collections:This article appears in the following 

registered trademark of AAAS. 
 is aScience2012 by the American Association for the Advancement of Science; all rights reserved. The title 

CopyrightAmerican Association for the Advancement of Science, 1200 New York Avenue NW, Washington, DC 20005. 
(print ISSN 0036-8075; online ISSN 1095-9203) is published weekly, except the last week in December, by theScience 

 o
n 

A
ug

us
t 1

4,
 2

01
2

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://oascentral.sciencemag.org/RealMedia/ads/click_lx.ads/sciencemag/cgi/reprint/L22/396626844/Top1/AAAS/PDF-R-and-D-Systems-Science-120806/RandDSystems-v2.raw/71304a356c56417156636f41414f3945?x
http://www.sciencemag.org/about/permissions.dtl
http://www.sciencemag.org/about/permissions.dtl
http://www.sciencemag.org/content/336/6087/1416.full.html
http://www.sciencemag.org/content/336/6087/1416.full.html#related
http://www.sciencemag.org/content/336/6087/1416.full.html#ref-list-1
http://www.sciencemag.org/cgi/collection/physics
http://www.sciencemag.org/


as hyperfine interaction mechanism, will prob-
ably destroy the conservation of the twisted
spin. However, the relevant inelastic lifetime in-
creases as ~T –1 (T, temperature) and eventually
becomes on the order of a nanosecond at T ~ 0.1 K
(26, 27); the BAP mechanism is absent in n-type
materials. Additionally, the typical time scale of
the spin lifetime resulting from hyperfine cou-
pling is estimated at ~1 ns in n-type GaAs (i.e.,
longer than 400 ps). The cubic Dresselhaus SOI
b3 of GaAs/Al0.3Ga0.7As quantum well samples is
the dominant term causing the relaxation of the
PSH, which is regarded as the nonpure gauge po-
tential giving finite %Fmn, and gives the elastic EY
and DP mechanisms (20). The enhanced spin life-
time on the order of 0.8 ns obtained in (20) is al-
ready long enough for the purpose of the spin-orbit
echo discussed above. Therefore, it is anticipated
that the spin-orbit echo can be tested at T ~ 0.1 K
with the Rashba SOI tuned by electric field with
the help of the optical grating method, as in (20).
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Dipolar Antiferromagnetism and
Quantum Criticality in LiErF4
Conradin Kraemer,1,2 Neda Nikseresht,1 Julian O. Piatek,1 Nikolay Tsyrulin,1

Bastien Dalla Piazza,1 Klaus Kiefer,3 Bastian Klemke,3 Thomas F. Rosenbaum,4 Gabriel Aeppli,5

Ché Gannarelli,5 Karel Prokes,3 Andrey Podlesnyak,6 Thierry Strässle,2 Lukas Keller,2

Oksana Zaharko,2 Karl W. Krämer,7 Henrik M. Rønnow1*

Magnetism has been predicted to occur in systems in which dipolar interactions dominate
exchange. We present neutron scattering, specific heat, and magnetic susceptibility data for
LiErF4, establishing it as a model dipolar-coupled antiferromagnet with planar spin-anisotropy
and a quantum phase transition in applied field Hc|| = 4.0 T 0.1 kilo-oersteds. We discovered
non–mean-field critical scaling for the classical phase transition at the antiferromagnetic transition
temperature that is consistent with the two-dimensional XY/h4 universality class; in accord
with this, the quantum phase transition at Hc exhibits three-dimensional classical behavior.
The effective dimensional reduction may be a consequence of the intrinsic frustrated nature of
the dipolar interaction, which strengthens the role of fluctuations.

Thedipolar forcebetweenmagneticmoments—
a consequence of Maxwell’s fundamental
laws for electromagnetism—is present in

all magnetic systems, from classical to quantum
magnets, from bulk materials to nanoparticles.
More than a half century ago, Luttinger and Tisza

(1) discussed whether a polarized state of matter
can be induced by classical dipole-dipole inter-
actions alone and in the absence of short-range
forces such as exchange interactions. They con-
jectured that both ferromagnetic (FM) and anti-
ferromagnetic (AFM) order can arise, depending
on the geometrical arrangement of the dipoles.
When the modern theory of critical phenomena
was developed, dipolar-coupled ferromagnets—in
which the dipoles are atomic magnetic moments—
presentedmaterial realizations onwhich concepts
could be tested. Being three-dimensional (3D)
systems, they were at the upper marginal dimen-
sion for the applicability of mean-field (MF) the-
ory. This resulted in logarithmic corrections,
which could be calculated exactly and agreed
with the measured behavior around the classical
phase transition (2). In the context of quantum

phase transitions (QPTs), anisotropic dipolar sys-
tems are excellent realizations of, for example,
the Ising model in a transverse field. In dipolar
systems, the anisotropy ratio for the dipolar in-
teraction scales as the square of the anisotropy
ratio for response to an external magnetic field,
and as a consequence, even for modest single-ion
anisotropy the dipolar interaction along the hard
axis is much smaller than along the easy axis.
This hierarchy of scales is much harder to achieve
in exchange-coupled systems inwhich themoment-
carrying electron wave functions are responsible
for both the exchange and single-ion anisotropies.

An excellent testing ground for the physics
of dipolar-coupled systems are the lithium rare
earth (RE) tetrafluorides, LiREF4, in which tight-
ly bound 4f electrons are far enough apart for the
dipolar interactions to dominate exchange inter-
actions. Another major advantage of the LiREF4
family is the possibility of isostructural dilutionwith
nonmagnetic yttrium, LiRExY1−xF4—permitting
experiments from isolated dipoles (3) through dis-
ordered interacting dipoles forming spin glass states
(4–6)—to the undiluted limit LiREF4. To date,
activity has centered on the Ising-like ferromag-
nets LiTbF4 (2) and LiHoF4 (7) and their re-
spective dilution series (8). Here, we focus on an
AFM member of the family LiErF4 and address
the magnetic order, the classical phase transition,
and the transition and fluctuations about the
quantum critical point.

Known as RE:YLF, very dilute (x < 1%)
LiRExY1−xF4 is used commercially in laser tech-
nology because of the long lifetimes of the crystal
field energy levels of isolated RE3+ ions. The crys-
tal field also sets the stage for low-temperature
collective properties. The electric field from neigh-
boring ions act differently on the orbital wave-
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functions and, restricted by the local symmetry,
gives the following crystal field Hamiltonian

HCF ¼ ∑
l¼2;4;6

B0
l O

0
l þ ∑

l¼4;6

B4
l ðcÞO4

l ðcÞþ

B4
6ðsÞO4

6ðsÞ ð1Þ
Om

l are the Stevens operators with amplitudes
Bm
l [see (9) for definitions]. The dominant crystal

field component isO0
2 ¼ 3J 2z − JðJ þ 1Þ, where

the operator Jz is the component of the electron-
ic angular momentum (J) along the z axis. In
LiHoF4, a negativeB0

2 leads to strong z axis Ising
anisotropy, whereas a positive B0

2 leads to planar
XYanisotropy in LiErF4.

The full magnetic Hamiltonian for LiREF4 con-
tains crystal field, external field (H), and hyper-
fine coupling to the nuclear spins, as well as
dipolar and exchange interactions

H ¼∑
i
½HCFðJiÞ − gLmBJi ⋅ H þ AJi ⋅ Ii� −

1

2
∑
ij
∑
ab

J DD
ab
ij JiaJjb −

1

2
∑
ij;n:n:

J exJi ⋅ Jj ð2Þ

where Ji and Ii are the electronic and nuclear
angular momentum operators at site i. The elec-
tronic dipole moment is given by the angular
momentum multiplied by the Bohr magneton mB
and the Landé factor gL = 1.2. The strength of
hyperfine, exchange, and dipolar couplings are
defined by A, Jex, and JD, respectively. The
dipole interaction is the tensor

Dab
ij ¼ 3ðria − rjaÞðrib − rjbÞ − jri − rjj2dab

jri − rjj5
ð3Þ

where ri is the position of the ith ion. Its peculiar
spatial anisotropy is illustrated in (Fig. 1). In
LiHoF4, the moments point along z, and nearest
neighbors (NNs) are coupled ferromagnetically.
In LiErF4, in which the moments reside in the
ab plane, half the NN couplings are AFM, the
other half FM, and rotating the moments by 90°
switches between FM and AFM interactions.
In LiHoF4, the exchange coupling is very small,
on the order of 2% of the effective coupling at
zero wave vector (10). Given the similar wave
functions for Ho and Er, we also expect Jex to
be negligible in LiErF4. The hyperfine coupling
A= 0.5(1) meV for 167Er (11) is weaker than A=
3.36 meV in LiHoF4 (10) and tunable because
crystals can be prepared by using 168Er without
or 167Er with nuclear moments. Our sample con-
tained natural Er with 23% nuclear moments.

Limited data exist on the magnetic properties
of LiErF4. Electron paramagnetic resonance (EPR)
(12, 13), susceptibility, 7Li nuclear magnetic res-
onance (NMR) (14), and optical spectroscopy (15)
show planar XYanisotropy, but considerable var-
iation in the reported anisotropy ratio and the lack
of a globally consistent set of crystal field param-
eters prevented predictions of low-temperature
properties. Susceptibility (16) and specific heat

(17) show a transition around 380mK. The shape
of the specific heat anomaly differs from that of
LiHoF4 and 3D exchange-coupled XYmaterials,
but the implied short-range correlations were dis-
cussed in terms of unlikely large exchange cou-
pling. Susceptibility suggested AFM order (18),
but themagnetic structure has not been determined.
To this end, we have undertaken comprehensive
neutron scattering, specific heat, and magnetic
susceptibility studies.

The crystal field was determined by using neu-
tron spectroscopy on a single crystal, providing
not only the position of the energy levels but also
the matrix elements of the angular momentum
operators, more accurately defining the effective

model (fig. S1). The ground state is a Kramers
doublet isolated by a ∆ = 2.25 meV gap (tables
S1 and S2). Within this subspace, an effective
Hamiltonian for the low-temperature properties
can be used in future theoretical work

H eff ¼∑
ijab

J ab
ij s

a
i s

b
j þ g⊥ðs x

i B
x þ s y

i B
yÞ þ

gjjszi B
z ð4Þ

where si denotes the Pauli operators and J ab
ij ¼

ðmBgLÞ2CaCbD
ab
ij , the magnetic coupling tensor

between the effective S = 1/2 spins Sa = Cas
a,

with parameters calculated from the crystal field
refinement: Cx = Cy = 3.480, Cz = 0.940, g⊥ =

Fig. 1. Magnetic structures of LiREF4. (A) Ferromagnetic c axis order in LiHoF4, andBLAFMorder withmoments
along (B) x or (C) y axis in LiErF4. The dipole field from the central moment yields FM (red scale) and AFM (blue
scale) coupling. Sign and strengths of the coupling depends on the direction of the moments. In the BLAFM
structure, nearest and next-nearest couplings arevD1

xx ¼ −5:5 (AFM),vD1′
xx ¼ 2:5 (FM), andvD2

xx ¼ 4:2,
v = a2c. The crystal structure is tetragonal, space group I41/a with a = b = 5.162 Å and c = 10.70 Å.

Fig. 2. (A toC) Field-temperature
phase diagrams from the inten-
sity of magnetic Bragg peaks:
(010) with Hc||, (003) and (100)
withHb||, respectively. (D and E)
Field dependence of peak in-
tensities at T = 100 mK for field
along c: (010) and alongb: (100),
(103), (003), respectively. (F) Tem-
perature dependence of the (003)
intensity. In (D) to (F), dashed
lines are mean-field predictions,
also shown in solid with temper-
ature and field axes scaled by
0.52 and 0.76, respectively, to
match the measured TN and Hc.
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2gLCx = 8.35, and g|| = 2gLCz = 2.25. Albeit the
anisotropy ratio of the response to a magnetic
field g⊥/g|| = 3.7 is modest, the anisotropy ratio of
the dipolar coupling (g⊥/g||)

2 = 13.8 becomes
large, which is what causes the XYanisotropy.

The magnetic structure was determined by
means of single-crystal and powder neutron dif-
fraction (fig. S2). Magnetic Bragg peaks at (h +
k + l = odd)—distinct from the structural peaks
(h + k + l = even)—prove explicitly AFM order.
The single-crystal Bragg peak intensities are
consistent with the bilayered antiferromagnetic
(BLAFM) structure depicted in Fig. 1, and also

verified by powder diffraction. The BLAFM has
two equivalent configurations withmoments along
the a axis or b axis, respectively. A very small
field of 300 Oe along the b axis suppresses the
(100) reflection (Fig. 2E), populating a single a
axis domain. Hence, the zero-field structure is a
distribution of spatially separated domains with
moments along a and b, respectively. Full pow-
der refinement yielded an orderedmoment <Jx> =
2.2 T 0.1, reduced from the value <J x>MF = 3.0
predicted by a MF calculation.

The phase diagram as function of temperature
and fields along the c and b axes is shown in Fig.

2. The transition temperature TN = 373 T 5 mK
agrees with previous reports. For fields along c,
the intensity at (010), corresponding to the order
parameter squared, disappears in a sharp QPT at
Hc|| = 4.0 T 0.1 kOe. For fields along b, the (100)
peak disappears owing to mono-domain forma-
tion. The (003) peak, which is independent of ab
domains, decreases toward Hc⊥ ≅ 2.1 kOe, but a
long tail remains to 4 kOe. The (103) peak, mea-
suring the uniformFMcomponent, grows toward
a kink at Hc⊥, corresponding to maximal po-
larization of the ground-state doublet. AboveHc⊥,
a weak linear increase, achieved by mixing-in
higher lying crystal field levels, is well repro-
duced by the MF prediction.

A MF calculation yields the correct BLAFM
ordered and a qualitatively correct phase diagram
(supplementarymaterials). In LiHoF4, aMF treat-
ment accounts for most of the phase diagram
except close to TC, which is overestimated by
37% (10). In LiErF4,Tmf

N = 728 mK,Hmf
cjj = 5.25

kOe, and Hmf
c⊥ = 3.25 kOe are all dramatically

overestimated. Unlike LiHoF4, any NN exchange
interaction cancels in the BLAFM and cannot
fine-tune the phase boundary. Including hyper-
fine coupling has little effect:Hc|| = 5.75 kOe and
TN = 735 mK.

Scaling the temperature and field to match TN
and Hc, the TN(H) curve is well described (Fig.
2A), but the onset of order is more abrupt than the
MF prediction (Fig. 2, D and E). Deep in the
ordered phase, the unscaledMF calculationworks
(except for the low-field dip in Fig. 2D, which
requires further investigation), but around the tran-
sition, fluctuations gain importance.Wemeasured
simultaneously the strength of the critical scatter-
ing, whose divergences independently determine
TN and Hc (Fig. 3, inset), increasing the precision
of the extracted critical exponents: bT = 0.15 T

Fig. 3. (010) intensity as a function of temperature at H = 0 (blue circles) and a c axis field at T = 80 mK (red
squares). Lines are power law fits. (Inset) Intensity of Bragg peak (blue circles) and critical scattering (red squares)
extracted by fitting a resolution-corrected sum of a delta function and a Lorentzian to crystal rotation scans.

Fig. 4. (A) Specific heat versus temperature for several fields along the c axis.
(B) Above 2K, specific heat is described by the sum (red line) of the crystal
field Shottky anomaly (cf) and a very weak T3 phonon contribution. (C) Power
law behavior of specific heat at H = 0 T determines critical exponents. (D)
Curves measured at different field values shifted to the same peak center and
normalized by peak height to compare the evolution of peak shape. Below TN,
the data collapse onto a unique curve. (E) Susceptibility c(T) normalized for
each field. Peak positions are marked by crosses [c(T)] and diamonds [Cp(T)].
Black line is power law fit to TN(H). (F) c(T) just below, at, and just above Hc. At
Hc, c(T) displays quantum critical scaling with exponent 0.70 T 0.03 (solid
line), up to a crossover around 250 mK, above which regular Curie-Weiss be-
havior C/(T − qCW) with qCW = −0.55 T 0.01 K describes the data (dashed line).
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0.02 for the thermal transition atH = 0 Tand bH =
0.31 T 0.02 for the QPT at Hc|| (Fig. 3). Both ex-
ponents considerably deviate from the MF ex-
pectation (bmf = [1/2]).

The specific heat shows a pronounced or-
dering anomaly (Fig. 4), which is in good ac-
cordance with the phase diagram established
by neutrons (figs. S3 and S4). The broad bump
around 12 K is exactly described by our crystal
field Hamiltonian. The phonon contribution rT 3

with r = (6.6 T 0.1) × 10−7 J/gK4 is much lower
than previously reported for LiREF4 (17), where
the crystal field contribution was not subtracted.
The tail above TN is muchmore pronounced than
in the FMcases of LiHoF4 and LiTbF4 (17, 19, 20).
Around TN, the specific heat follows a univer-
sal power law

Cp ¼ Ajtj−a þ B t ¼ T=Tc − 1 ð5Þ
where a = −0.28 T 0.04 below and above the tran-
sition, whileA+/A−= 1.68 T 0.04 (A+ andA− are the
values of the parameter A above and below the
transition temperature, respectively). Subtracting B
reveals a crossover to a = −0.07 T 0.05 for t > 0.03
(Fig. 4C). Scaling to peak height and tempera-
ture,Cp(T) curves for different fields collapse to a
single unique curve below TN (Fig. 4D).

For the classical phase transition, the expo-
nent bT = 0.15 T 0.02 is far from the b = 0.3 to
0.35 of standard 3D universality classes and in-
stead falls in the window b = 0.125 to 0.23 for 2D
XY criticality (21). Furthermore, the specific heat
exponent a = −0.28 T 0.04 is more negative than
is the a = −0.13 to −0.198 predicted for classical,
dipolar, and quantum 3D Heisenberg models.
Both exponents are consistent with recent Monte
Carlo data on a dipolar 2D bilayer square lattice
finding b = 0.18 T 0.02 and a ≅ −0.4 T 0.2 (22).
Combining the Rushbrooke andWidom relations
yields the exponent d = (2−a)/b− 1, which de-
scribes the critical behavior of the (antiferromag-
netic) order parameter versus (staggered) field
MºH1/d at the transition. Together with h = 2−d
(d−1)/(d+1), d is super-universal, depending only
on the spatial dimension: d = 4.7, h = 0.03 for 3D
(Ising, XY, and Heisenberg), and d = 15, h =
0.25 for 2D (Ising and XY/h4). The exponent
d = 14.2 for LiErF4 is close to the 2D values. If
the anomalous scaling dimension h of the spatial
correlation function <S0Sr>º |r|d−2+h at the critical
point is zero, the critical properties can be derived
with straightforward dimensional analysis—
assuming 2D fluctuations in LiErF4 yields h =
0.26, signaling strong fluctuations, which is
consistent with the large reduction in transition
temperature compared with the MF prediction.

The Mermin-Wagner theorem excludes long-
range order in pure 2D XY models, but even
infinitesimal fourfold (h4) anisotropy leads to
conventional order slightly above the Kosterlitz-
Thouless transition.Weak h4 anisotropy results in
the effective exponents h ≅ 0.35 and b ≅ 0.23
(21), which on increasing h4 approach h = 0.25
and b = 0.125—the Onsager solution for 2D
Isingmagnets. TheOnsager solution also predicts a

transition temperature reduced from the MF ex-
pectation by a factor of Tc/Tmf

c = 1/2log(1 +
ffiffiffi

2
p

) ≅
0.56 for a NN square lattice model. This is close
to our experimental value of TN/Tmf

N = 0.52 in
LiErF4, but a theoretical effort is needed to gen-
eralize the Onsager solution to dipolar compounds.

It is surprising thatwe obtain 2Dquasi-Ising-like
exponents for a systemwhose two-dimensionality
is not apparent from simple inspections of the di-
rect and reciprocal crystal lattices and where the
local symmetrywas believed to beXY-like. For our
data to be related to these models, two ingredients
are needed: (i) reduction of spatial dimensionality
from three to two and (ii) reduction of spin space
dimensionality from one (XY) to zero (Ising). We
leave the origins of these dimensional reductions as
a topic for future theoretical efforts, noting here
only that quantum fluctuations acting in concert
with the tensorial nature of the dipolar interaction
could give rise to (ii) through the phenomenon of
order-by-disorder (23, 24). Indeed, an estimate of
the h4 anisotropy due to order-by-disorder is of the
correct order of magnitude to yield b = 0.15 (de-
tails available in the supplementarymaterials). The
long history of theoretical studies of the 2D dipolar-
coupled rotor model was recently revived through
advances in microfabricated artificial nanomagnet
arrays, which are pursued both as model systems
for fundamental physics (25) and for ultrahigh-
density magnetic storage technology (26, 27).
LiErF4, which we see falls into this universality
class, now provides a bulk material with a fully
determined Hamiltonian with which theoretical
predictions can be guided and tested.

Turning to the quantum phase transition, we
observed an order parameter exponent bH = 0.31 T
0.02 consistent with classical 3D scaling, thus
confirming the long-standing Hertz result that a
QPT in a d-dimensional system (2DXY/h4 in our
case) scales as a classical system in d + 1 di-
mensions (28). The detailed shape of the phase
boundary was determined from susceptibility mea-
surements (Fig. 4, E and F). Above 2 kOe, TN(H)
scales as a power law with exponent 0.34 T 0.01.
At Hc, c(T) exhibits quantum critical scaling, fol-
lowing a power-law exponent 0.70 T 0.03 up to
250 mK, above which it crosses over to classical
Curie-Weiss behavior. This behavior around the
QCP is in stark contrast to the MF behavior ob-
served in FM LiHoF4. The exponent is close to
the 0.75 reported for the heavy Fermion metal
CeCu6−xAux near quantum criticality (29).

For LiHoxY1−xF4, much recent theoretical in-
terest focused on random fields, off-diagonal terms
of the dipole interaction, and the emergence of
glassiness (30–32). We expect LiErF4 to show
dramatic effects of dilution with nonmagnetic
ions, or enhancement of off-diagonal terms via
substitution of Ho for Er ions. An added benefit
of Er is the existence of isotopes with and with-
out nuclear spins, allowing comparative explora-
tion of decoherence and mixing effects (33, 34).
Compared with other insulating or itinerant sys-
tems, LiErF4 has the advantage of a simple, well-
characterized Hamiltonian and of being available

in large, high-quality single crystals; it promises
insights into the fundamental science of quantum
dipolar antiferromagnetism.
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